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Human Reliability

7.1 INTRODUCTION

Numerous systems are interconnected by human links. In the earlier
reliability analysis, attention was directed only to equipment, and reliabil-
ity of the human element was neglected.

Williams [94] recognized this shortcoming in the late 1950s and pointed
out that realistic system reliability analysis must include the human aspect.
Ever since the beginning of the last decade there has been a considerable
interest in human-initiated equipment failures and their effect on system
reliability.

According to reference 50 about 20-30 percent of failures, directly or
indirectly are due to human error. Furthermore, according to reference 19
about 10-15 percent of the total failures are directly related to human
errors. These are mainly due to wrong actions, maintenance errors, misin-
terpretation of instruments, and so on.

Subsequent work by others is listed in Section 7.10. This research deals
mainly with the human error data banks, human error classification
schemes, determining the significance of errors to system operation, human
error allocation, and human reliability modeling in continuous time do-
main.

7.1.1 Human Reliability Definition

According to reference 49, human reliability is defined as the probability
that a job or task will be successfully completed by personnel at any
required stage in system operation within a required minimum time (if the
time requirement exists).

7.1.2 Human Error

Human error is defined [19] as a failure to perform a prescribed task (or
the performance of a prohibited action), which could result in damage to
equipment and property or disruption of scheduled operations. In real life
most systems require some human participation irrespective of the degree
of automation. It is said that wherever people are involved, errors will be
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72 HUMAN STRESS-PERFORMANCE EFFECTIVENESS
he human errors may be divided into three levels as shown in F:ﬁurc 72
%e situation may be corrected at each level of human error, 8 ?m;] 1:1
toure 7.2. For example future human errors may be prevented at level 1.

1 2 a future incident can be avoided by correcting the wrong action

ie to human error. In the case of level 3 one could prevent the same

ituation from occurring again.

According to reference 19, the human performance and stress follow
relationship shown in Figure 7.1, This relationship shows that the Ij":=
error rate for a particular task follows a curvelinear relation to the im
stress. At a very low stress, the task is dull and unchallenging;
most operators will not perform effectively and the performance
be at the optimal level. When the stress is at a moderate level, the op
pfz:rfurms at his optimum level. The moderate level may be interpret
high enough stress to keep the operator alert. At a still higher stress
the human performance begins to decline. This decline is mainly d
fear, worry, or other types of psychological stress. It follows from
l?.l Iﬂmt at the highest stress level, the human reliability is at its

evel. '

TYPES OF HUMAN ERROR

author of reference 50 has categorized the human errors as follows:

. Design error. This error results from inadequate design. For example,

the controls and displays are so far apart that an operator finds

difficulty in using both of them effectively. _
: urs if the operating personnel fail to follow
correct procedures.

fabrication stage due to (a)

73 CONCEPT OF HUMAN ERROR 2. Operator error. This occ

correct procedures, or there 1s lack of

ﬁ I T o -,r.l |
ccording to reference 33, a human error occurs if any one of the B Lo o o

ik - poor workmanship, for example, incorrect soldering; (b) use of wrong
material; (c) the fabrication is not according to the bluepnint require-
I. The operator or any human pursues a wrong goal. e

2. The required goal is not met because the operator acted wrongly. shoe il Tt 15 minially

A . 4. Mainienance error. This type of error occurs in
3. The operator fails to act in the moment of need,

due to incorrect installation or repair of the equipment.
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5. Contributory error. Und i
| er this category we can re
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- dnspection error. This error is associated with a e
component or equipment:

ponent,
1. Handling error. The handling error occurs due to ina

or transport facilities, whi i rdan
‘ ich are not in aceo
turer's recommendations, -

ceepting out-of-tolera
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7.5 CAUSES OF HUMAN ERRORS

This section presents the main ¢
already been discussed
follows:

; auses of human errors some of whi
in Section 7.4, Some of the main causl:;c:rl:a:

1. Poor training or skill of
operalors or maintenance
the prescribed task.

e

— 3. Poor job environments, for exam
lemperature.

—— 4. Poor or inadequate

the operating personnel. In other words the
staff are not adequately equipped to perform

ple, accessibility, crowded space, and

handling of equipment or lools,

3. Poor motivation for th
\ € operators or the maintenan i
ce
effects their performance from being at optimum level Zerig

7.6 HUMAN UNRELIABILITY DATA BANKS

The material presented in this section is taken

_ from r
fore, the interested reader can consult this reference ?I::ef"u?-lﬂh:‘: t;];ht:llisb

mﬁl:h?ﬁfﬂ dftr:s:;tli a brief review of existing methods to develop hum
reliabl f;am—-— _ ]s_ The major emphasis of this publication ié'up:]_r[_iz.n
collected from expert opinions. The author states th T
s tha

there is a lack of hum
; an data 2 :
predict human reliability. 4 compared to the techniques available to

The human error data banks
calegories:

may be divided into the following three

l. Experimentally based data banks,
2. Field-based data banks.

3 Subj:;ﬁvely based data banks.

Unreliability Data Banks ”

7.6.1 Experimentally Based Data Banks

This type of data bank is based upon laboratory sources and is gathered in
the laboratory. The main advantage of this data is that it is the least
influenced by the subjective elements that may produce some error.
Therefore, one can have more confidence in such data banks. One must,
however, be aware that no matter how carefully these data banks are
developed, there is always a considerable amount of subjective element

sent.

The well-known data bank based on the experimental findings is the
data store [52]. This data bank is based upon 164 selected studies.

7.6.2 Field-Based Data Banks

These data banks are based upon the operational data and are more
tealistic than the experimentally based data banks. However, the field-based
data banks are rather difficult to establish because these banks are based
upon real activities occurring in the operating environment. The results
obtained from these banks are more satisfactory than those obtained from

the experimental sources whose tasks are often contrived,
At present there are two noteworthy field-based data banks, which are

described in references 93 and 78. The one presented in reference 93 is
called the Operational Performance Recording and Evaluating Data Sys-
tem (OPREDS), which permits the automatic monitoring of all operator
actions. However, it is only applicable to limited cases (e.g., switch actions).
The other proposed data bank is called the Sandia Human Error Rate

Bank (SHERB) [78].

7.6.3 Subjectively-Based Data Banks

These data banks are based upon expert opinions and have two attractive
features:

I. They are comparatively easy to develop because a large amount of data
can be collected from a small number of expert respondents.

2. They are cheaper to develop.

The subjective-based data is obtained by using less rigorous techniques
such as DELPHI [13]. This technique narrows the guess-estimate varia-
tions of the field experts by feeding back the end result of the study to
individual judges or experts. It makes them reconsider their guess-estimates
until some form of consensus is arrived. This method is already effective at
the Naval Personnel Research and Development Center [36].
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The following requirements must be satisfied if these banks are to be

used in the human reliability analysis:

I. Validity. A subjective data bank will contain some error. Therefore, we
should be prepared to accept a somewhat lower accuracy of such data

banks as compared to the experimental data ones.

2. Expert Judgement. The subjective data should be collected only from
those personnel who are recognized as highly skilled to perform tasks in

question and in addition, have observed others performing such tasks,

For example, it is better to obtain data from operators rather than the

human reliability experts.

3. Performance Dimensions. The technique to be used should be decided
very carefully, keeping in mind the dimensions of the performance
being estimated,

4. Judgment Description Level, The performance-shaping factors associated
with these estimates must be determined at an early stage. Furthermore,

the types of errors to be included for a particular task should be

clarified.
3. Procedure Specification. To obtain subjective estimates, the applicable

procedure should be specified, for example, whether it is DELPHI or

paired comparisons,

The main advantage of this type of data bank is the coverage of a wide
range of parameters for which failure data is required.

7.7 HUMAN RELIABILITY MODELING IN CONTINUOUS TIME
DOMAIN

The material presented in this section is based on reference 63. Some of the
typical examples of such tasks are scope monitoring, aircraft maneuvering,
and missile countdown. This type of modeling is analogous to the classical
reliability modeling,

The generalized human performance reliability function for continuous
time tasks is derived in the following section. (Note: for discrete case
consult reference 62.)

7.7.1 Human Performance Reliability Function in Continuous
Time Domain

Although all human tasks are not in continuous time domain, tasks such as
vigilance, monitoring, and tracking fall in this category. In the case of
continuous tasks, the probability of occurrence of human error in the time

Reliability Modeling in Continuous Time Domain

terval, (6 given E,) is given by

P(E,/E,)=e(t) 8t (7.1)

where e(r)=the human error rate at time r; this is analogous to the

hazard rate, z(1), in the classical reliability theory
E,=an errorless performance event of duration b S
E,=an event that the human error will occur in time interval

(1, 1+81)

‘The joint probability of the errorless performance may be expressed as
follows:

P(E,/E,\)p(E,)=P(E,)—P(E, /E,)P(E,) (1.2)

where E, denotes the event that error will not occur in interval [#, 7+ 8r].
The above equation may be rewritten as

Ry(t)=Ry(t)P(Ey/E\)=R,(t+81) (7.3)

where R,(t) is human reliability. Expression 7.2 represents an errorless
performance probability over intervals [0, ¢] and [1, 1 +81).

By substituting (7.1) into (7.3) we get

Ryt+80 7 RAD _ _ o yRyte) (7.4)
&t

In the limiting case, the above expression becomes

dR (1) e

= 7.5
= e(1)R,(1) (7.5)

To solve the differential equation we may write for known initial condi-
tions

g Rury 1
Lf[f]n'f= —fl R*md.rz,,{:) (7.6)

The solution to the differential equation (7.5) is
R (1)=e " fene (1.7)

This is the general expression to compute human reliability.
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7.7.2  Reliability Quantifiers for Time Continuous Human
Performance Tasks

These parameters are analogous to the classical reliability theory. Time
continuous human performance task quantifiers are defined as follows:

Reliahility Modeling in Continuous Time Domin 169

Weibull, gamma, and log-normal density functions emerged as the
resentative distributions for the goodness of fit.

774 Human Performance Effectiveness Function {Correctability) in
Time Continuous Domain

e correctability function C,(r) concerns with the correction of the
If-generated human errors. In reference 63, it is defined as the probabil-
that a task error will be corrected in time ¢ subject to stress constraint
nherent in the nature of the task and its environment. In other words, the
correctability function may be defined as

Mean Time to Human Initiated Failure (MTHIF). This index is analogoug
to the mean time to failure (MTTF) in the classical reliability theory. Thig
quantifier is used for the time continuous tasks such as undershooting g
landing aircraft or overpressurizing a missile fuel tank.

Mean-Time-to-First-Human-Error (M TFHR). This quantifier is analogous
to the mean time to first failure (MTTFF) in the classical theory. The
MTFHR may be used for cases where the occurrence of the first human
error is highly critical.

C,(t)=P {correction of error in time {/stress } (7.8)

The time derivative of not-correctability function f:-,,(r} may be defined

Mean Time Between Human Errors (MTBHE), This is known as the mean .

time between human errors. It is directly translated from the mean time
between failure (MTBF) as known in the classical reliability theory. This
indicator may be used where the human errors are not so critical. For
example, it may be used for measuring the occurrence of defective parts
due to human errors at a production line,

Gi(1)= = Ne1) (1.9)

where the prime denotes differentiation with respect to time . N is the
total number of times task correction accomplished after time f. N(1) is
the number of times task not completed after time .

7273 Experimental Justification of the Time Continwous Hurnan Equation 7.9 may be rewritten in the following form:

Performance Model

To justify time continuous task model discussed earlier, the authors of
reference 63 have developed a simple model to obtain human error data.
The main feature of this experiment was to observe a clock-type light
display. The operator was required to respond to a failed light event by
pressing a hand held switch.

The following types of data was collected from this experiment:

N{N=(1)}) ™ 'Ci1) =Ne(£) (Ne (1)) ™ (7.10)

The right-hand side of (7.10) represents instantaneous task correction
rate Cg(t). Hence, (7.10) may be rewritten as

(Cu(1)) ™' Ca1)+ C(1)=0 (7.11)
1. Miss error. The operator (subject) did not detect the failed light.

2. False alarm error. The operator (subject) responds in such a way as if a
failed-light event has occurred when it did not occur in reality.

By solving the above differential equation for given initial conditions we
get

: ; C,(1)=e fertnna (7.12)
The failure data collected from this study was analyzed by graphical
technique and the Kolmogorov-Smirnov d statistic. since
This study reported that the human error rate is a time variant. Further-
more, this experiment tested the following types of errors: Co(1)+Ci(1)=1
1. Times to first miss error. Therefore,

2, Times to false alarm error.

3. Combined miss and false alarm error. Cyl1)= | —e~ fCnnd (7.13)
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The above equation is a general expression. It holds for both constang
and instantaneous correction rates. The experimental results with data, for
the above function are presented in reference 63. This experiment dealy
with the operation of a standard E-type manual control stick grip, subject
to two degrees of freedom representing the pitch and roll motions of an
aircraft in response to the instrument altitude pointer movement,

These results indicate that for both vigilance and compensatory tracking
tasks, the Weibull density function is a suitable fit for the time to first errar
correction. On the other hand, the log-normal is equally applicable for the
time for correction of errors,

7.8 HUMAN ERROR PREDICTION TECHNIQUE

This technique is relatively well known among the human reliability
experts. It is known as THERP (technique for human error rate prediction),
THERP, which is discussed in detail in reference 79, is based upon the
classical analysis method. The basic steps associated with THERP are

. List main system failure events.

. List and analyze human related functions.

. Obtain estimates for the human error rates.

- Determine human error effects on the system failure events in question.

. Make necessary recommendations and necessary changes in the system
in question. At the end compute new failure rates for the system under
study,

L

7.8.1 Probability Tree Analysis

This is one of the main techniques for human reliability analysis. Success
or failure of each critical human action or associated event is assigned a
conditional probability. The outcome of each event is represented by the
branching limbs of the probability tree. The total probability of success for
a particular operation is obtained by summing up the associated probabili-
ties with the end point of the success path through the probability tree
diagram. This technique, with some refinement, can include factors such as
time stress, emotional stress, interaction stress, interaction effects, and
equipment failures.
Some of the advantages of this technique are as follows:

1. It serves as a visibility tool.

2. The mathematical computations are simplified, which in turn decrease
the probability of occurrence of errors due to computation.

3. The human reliability analyst can estimate conditional probability read-

ily, which may otherwise be obtained from the complicated probability
equations.

7

s Error Prediction Technigue

Figure 73 A hypothetical task probability tree
f diagram.

Assume that an operator performs two tasks, say x and y (the
ed before y). In addition assume that tasks x gd y can be
tly or incorrectly. In other wcnl;ls !J:n: lpmrrectly
only errors that can occur in this situation. Draw

this example and obtain the overall system proba-
e we assume that the

Example.
task x is perform
performed either correc
performed tasks are the
the probability tree for _
bility to perform inmrrﬁ;:l tajk [[:1 this exampl
ilities are statistically independent.
Pr?l‘]:;f example states that the operator can perform task x mm_:cl:l;:;] or
incorrectly. Later, the operator may prmae:l:l to perform task y wlhlc tsc:
has two different possibilities (correct and mcofrect]. The fu]lu“jngFl_m a
tions were used to define the probability tree diagram as shown in Figure

i3

=probability of task success

;:simhabilig of failure to accomplish required task

§=success

f="railure .
P, =probability of success in perfomqng task x
P, =probability of success in performing task y
P;=prﬂhabililjf of failure to perform task x
P;=probability of failure to perform task y

The probability of success, P,, can be written from Figure 7.3 as follows:

P,=P,P, (7.14)
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Similarly, the failure probability, P,, can be written directivf A
7.3 as follows: ! irectly from Figure

F=P P;+P.P + P P; (7.15)

(7.16)

It can be noticed from Figure 7.3 that the only way the system task can
be performed successfully is that both the tasks x and ¥ must be done
c_urreml}f. Therefore the probability of performing system task correctly is
simply given by P, P,. This technique is described in more detail in
reference 79.

=1-P.P,

;.:A HUMAN RELIABILITY ANALYSIS APPLIED TO NUCLEAR
NTS

There is no single technique that can readily be applicable to the nuclear
power pIEI.:'.ltS. The technique such as THERP may be applied to predict
human reliability. However, the following performance-shaping factors [77)

are to be considered in the human reliability analysis when applied to the
nuclear power plant,

I. Training and practice quality.
2. Quality and existence of written instructions as well as the method of
proper usage.

3. Quality of human engineering as applied to the nuclear power plant
controls and displays,

4, TI}rpe of the display feedback. For example, there may be too many
displays competing for the operator attention.

5. Human action independence.

6. Redundancy concerning humans.

7. Psychological stress.

ﬂl:l_ne these shaping factors have been considered, one should proceed to
estimate the human error rate. Human error rate estimates then should be

included in the Fault Tree Analysis. This type of analysis is probed in
depth in reference 61.
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